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Abstract
The medical literature has been subject to extensive criticism for a lack of accuracy and reproducibility. A major cause, in our view, is misleading or inappropriate presentation and interpretation of statistical results. Emphasis on percentages or relative values (odds ratios, relative risk, and hazard ratio) always reduces and often obscures information. We suggest a more direct method using the 2 x 2 matrix commonly employed in diagnosis testing. We demonstrate the “diagnosis method,” by evaluating a previously published paper (Pan A, et al.: Arch Intern Med 2012, 172:555-563) on the risk of red meat for disease, focusing on cancer risk. The direct analysis shows very small effects of red meat. Given the generally large errors in the independent variable measured by food frequency questionnaire, even this low predictability is likely to be unreliable. In combination with other studies in the literature, the analysis suggests that red meat is unlikely to be a risk for cancer. The major point is that statistical significance does not necessarily point to biological or clinical importance.
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Introduction and Background

The medical literature has experienced intense criticism in the past few years [1-9]. A recent editorial in The Lancet, for example [1], suggested that many of the conclusions in the literature, “perhaps half, may simply be untrue.” Observational studies are particularly problematical in that, while such studies generally include disclaimers that the identified associations do not imply causality, frequently there is the general sense that causality is implied. Inappropriate use or interpretation of statistics, e.g., misunderstanding the meaning of p values [2,3] and questionable practices such as intention-to-treat [4] appear as common targets of criticism. The problem, however, is more global and rests with interpretation of the data and what standards can be used to decide when a causal link has been established between variables. Bradford Hill [10] proposed nine criteria although was clear that, rather than precise standards, they were extensions of common sense. In our view, uncritical reliance on statistics at the expense of understanding the underlying biology constitutes the major problem in the medical literature. Emphasizing the biological import of the data implies a statistical approach that allows different observers to make different interpretations, an idea appreciated in recent renewed interest in Bayesian methods which identify probability with the observer’s belief, strengthened by data. We think that one of the problems in the medical literature is the failure to appreciate and utilize this aspect of research, relying, instead on identifying statistical significance which by itself is not sufficient to decide on causal relations.

In some cases, the mode of presentation of the statistics can lead to incorrect conclusions. For example, reporting relative values is widely criticized as misleading in many cases [7-9]. Odds ratio (OR) for two events will have the same value regardless of the absolute value of the odds for the two events. Relative risk (RR; “risk” is probability) and hazard ratio (HR; risk for a fixed time period) similarly hide information about the two events or experiments that are to be compared. The widely cited study of Mediterranean Diets [11], for example, shows a 30% reduction in HR compared to a low fat diet. The two diets, had reductions in risk of 6.4 % and 4.8 %, respectively or an absolute difference of 1.6 %. (The HR of 30 % would have been true if the observed values were 64 % and 48 % where the difference of 16 % would have to be taken more seriously). Other factors enter into the decision as to which method of presentation is most meaningful. An absolute difference of 1.6 % might well be meaningful in a vaccine trial where it is known exactly who received vaccine and who didn’t. No such level of reliability obtains in most dietary trial where food records may have large error. Here we address the presentation of the data on risk that may provide a more intu-
itive feeling for what happens in an epidemiological experiment. It is likely that most readers seek straightforward information and want to know what their actual risk is in following a particular intervention.

Here we show the value of a simple method for analyzing cohort studies by casting the problem in the form of a diagnostic test. A diagnostic test will be characterized by its sensitivity, the probability that a positive test predicts a positive outcome and its specificity, the probability that a negative outcome indicates a true failure. There is, in fact, nothing unique in the mathematical formalism of a diagnostic test. We describe how the independent variable, food consumed or drug taken may be considered as diagnostic of, or prognostic for outcome; as an example how fat intake can be predictive of some disease. We use a simple 2 x 2 matrix, commonly, if not universally, taught to students, that allows rapid calculation of conditional probabilities. The term “natural frequency” is sometimes used [5-6] but “diagnosis method” seems more explanatory. The technique is completely equivalent mathematically to formal Bayesian statistics and can be derived from it, although this is not required [5-6].

We use the diagnosis method to re-analyze a published paper on the effect of red meat on risk of mortality and specifically a risk for cancer [12]. We show that the original conclusion of the paper, that high consumption of red meat is diagnostic, or predictive, of mortality risk, is unfounded.

**Definition of Odds and Risk.**

The probability of a particular outcome in a statistical trial is the number of subjects with that outcome divided by the total number of subjects or, in the language of games of chance, the number of winners divided by the number of all outcomes. Probability is also referred to as risk.

The odds of winning is the number of winners divided by the number of losers. At low probability the two measures are very close. (The probability of drawing the ace of spades is 1/52 = 0.0192 or 1.92%, The odds are 1/51 = 0.0196 or 1.96%)

When comparing two trials, the ratio of the two outcomes, the relative risk (RR) or odds ratio (OR) is determined. Hazard rate is similar to the other measures but as the name implies, includes a time factor, that is the number of winners per particular time and, obviously, the hazard ratio (HR) compares two trials. The important point in what follows is that when there are a small number of winners, for example low prevalence of disease or small number of cases in the time period studied, the three measures, HR, OR and RR are essentially the same and we will use them interchangeably. RR is generally easiest to calculate because
the number of cases and the total n is immediately available from most cohort studies.

**Analysis of Cohort Studies - Does Red Meat Cause Cancer?**

Pan, et al. [12] followed 37,698 men from the Health Professionals Follow-up Study (HPFS) for 22 years and followed 83,644 women from the Nurses Health Study (NHS) for 28 years. Food intake was determined from food frequency questionnaires (FFQs). Red meat was defined as “unprocessed,” including beef, pork, or lamb as main dish, sandwich or mixed dish, or as “processed,” bacon, hot dogs and “sausage, salami, bologna and other processed red meats.” The raw data were subjected to multivariate adjustment for major lifestyle and dietary risk factors and hazard ratios (HRs) were calculated for the effect of one serving/d increase of red meat. The raw data found HRs for total mortality, cardiovascular disease (CVD) and cancer mortality in the range of 1.10 to 1.16. Age-adjustment or multivariate-analysis gave higher HRs, 1.39 and 1.17 for the NHS for total red meat and mortality due to cancer. (An HR of 1.0, or 50-50 odds, means that there is no difference between highest and lowest red meat consumption. The conclusion was: “Red meat consumption is associated with an increased risk of total, CVD, and cancer mortality.” We will re-assess the results from the NHS part of the study and focus, in particular, on the risk of cancer.

![Table 1](image1.png)

**Table 1.** Data from Tables 1 and 4 from Pan, et al. [12] Subjects in quintile 5 (most red meat) are considered to have had a “positive test.” Those subjects who died from cancer are “true positives.”
Table 1 collates excerpts of two tables of the NHS data from Pan, *et al.* [12]. Data from the people in the study were divided into five approximately equal groups on the basis of total red meat intake. Table 1 from the original paper provides the number of people in each quintile. Table 4 shows the number of people who had died from cancer.

<table>
<thead>
<tr>
<th>(Q5) High red meat</th>
<th>no CANCER</th>
<th>TOTALS</th>
<th>PPV = 1488 / 16834 = 0.088 or 8.8 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Σ(01-04)</td>
<td>1488</td>
<td>15346</td>
<td>16834</td>
</tr>
<tr>
<td>TOTALS</td>
<td>6391</td>
<td>77258</td>
<td>83644</td>
</tr>
</tbody>
</table>

Table 2. Diagnosis matrix for data from Pan, *et al.* [12] as shown in Figures 1 and 4 from that paper (Table 2). True positive (high red meat consumption and cancer) shown in green. True negative (not high red meat consumption, no cancer) shown in red.

\[
\text{sensitivity} = \frac{\text{true positives}}{\text{true positives + false negatives}} = \frac{1488}{6391} = 0.23 \text{ or } 23 \%
\]

\[
\text{specificity} = \frac{\text{true negatives}}{\text{true negatives + false positives}} = \frac{61907}{77258} = 0.80 \text{ or } 80 \%
\]

\[
\text{PPV} = \frac{\text{true positives}}{\text{true positives + false positives}} = \frac{1488}{16834} = 0.088 \text{ or } 8.9 \%
\]

\[
\text{likelihood ratio} = \frac{\text{sensitivity}}{1 - \text{specificity}} = \frac{0.23}{1 - 0.20} = 1.15
\]

**Sensitivity and Specificity**

In a diagnostic test, patients who test positive and who actually have disease are referred to as *true positives.* Patients with disease who test negative are *false negatives.*” The *sensitivity* of a diagnostic test tells you how likely the test is to identify people with disease and is defined as the true positives divided by all patients that actually have the disease.

\[
\text{sensitivity} = \frac{\text{true positives}}{\text{true positives + false negative (have cancer)}}
\]

The 2 x 2 matrix shown in Table 2 can be used to determine the characteristics of red meat consumption as diagnostic for dying from cancer. The columns
show the number of subjects with or without cancer and the rows, the number of people with or without high meat consumption. The total number of big red meat eaters are those in quintile 5 = 6,391. Of this group, those who also died of cancer (true positives) = 1,488 as shown in green.

The sensitivity of the test is $\frac{1,488}{6,391} = 0.0234$ or 23.4%.

Thus red meat consumption misses more than \( \frac{3}{4} \) of people whose death was caused by cancer. This constitutes a very poor sensitivity. (If the cohort were divided into quintiles at random, each quintile would have a 20% sensitivity). In diagnostic medicine, colonoscopy has a sensitivity of 80-100% for detection of colorectal cancer[14]. If colonoscopy had a sensitivity of only 20% it would not be considered for use or recommended as a screening procedure. Intuitively, a positive result on a high sensitivity test is rarely wrong but, as brought out in the Discussion, high sensitivity is not a sufficient criterion for a reliable test and other factors must be considered.

**Specificity** in a diagnostic test refers to the ability of the test to identify those patients without disease. Specificity is given by the ratio of the true negatives to all patients who do not have the disease, (true negatives + false positives), that is, the probability that someone who does not have the disease is identified by the test.

\[
\text{specificity} = \frac{\text{true negatives}}{\text{true negatives} + \text{false positives (no cancer)}}
\]

In Pan, et al., 77,253 patients did not die of cancer. The red meat test showed that 61,907 of these were not in the high red meat group.

\[
\text{Specificity} = \frac{61,907}{77,253} = 0.8013 \text{ or } 80.1\%.
\]

This number indicates the diagnostic value of a negative test. Specificity and sensitivity tend to go in opposite directions — if a positive test is not reliable you may be confident about a negative result. Participants who had not been high red meat eaters were very unlikely to have died from cancer. Of course, even if they had been big meat eaters, they are not likely to have died from cancer. The data in Pan, et al. show that, because of the low prevalence of cancer and the low sensitivity of the test, there is little predictive value in red meat consumption in contradiction to the authors’ conclusions.
Positive Predictive Power.
The most intuitive measure of the value of a diagnostic test may be its positive predictive value (PPV) which is defined as the probability that a positive test actually indicates disease.

\[
PPV = \frac{\text{true positives}}{\text{true positives} + \text{false positives}}
\]

Similarly for negative predictive value, NPV

\[
NPV = \frac{\text{true negatives}}{\text{true negatives} + \text{false negatives}}
\]

The positive predictive value (PPV), from the matrix in Table 2 = 1,488 / 16,834 = 0.088 = 8.9 % indicating that that high consumption of red meat is not predictive at all.

Although the positive predictive value is very low, it is not zero and it is important to decide if it provides a meaningful number. Does it represent an accurate but small effect that, if scaled up to a large population, would provide a meaningful health outcome? Alternatively, does it simply reflect the inherent variability in the trial? Comparing the effect of high red meat consumption with low (Quintile 1 in Table 1), we get a sense of the real effect of red meat. The probability of having died of cancer in Q1 = 1,264 / 16,499 = 0.077 or 7.7 %. The difference between the extremes of red meat consumption, then, is 1.2 %. (Alternatively, one might consider that there is a 91 % chance that a participant’s death was not due to cancer if they were in Q5 and 92 % chance in Q1).

The small difference in positive predictive values follows from the low prevalence of cancer in the population sample. However, the real practical effect depends, as well, on the reliability of the independent variable, the proposed risk factor. Values for red meat appear as “servings” from a food frequency questionnaire (FFQ). Such data are subject to very large error [14-16]. The tables on experimental consumption in Table 1 indicate that e.g., thinking that you had two servings of red meat when you only had one, can move you from one quintile to another. Several investigations have shown the high variability in data from FFQs and it is claimed that because one value, total caloric intake, is constrained by a range of known normal average consumption, error is frequently obvious but one cannot reasonably assess the degree of error at all [16]. It is important to emphasize that the error may be systematic — people tend to under-report fat consumption — but it is impossible to say the nature of the error, that is, whether or not it is in favor of the hypothesis. This error in assigning quartiles, in combination with
the very low difference in positive predictive values suggests that nothing can be
decided from this data.

**Likelihood ratio**
Less widely used than the other parameters, *the likelihood ratio* compares the
probability of having the disease if testing positive compared to testing negative.

\[
\text{likelihood ratio} = \frac{\text{sensitivity}}{1 - \text{specificity}}
\]

Likelihood is described as a measure of the amount of information that a
medical test provides about individual patients [15]. Values close to 1 are consid-
ered of little practical diagnostic value. In the current case the likelihood ratio =
\[
\frac{0.23}{1 - 0.8} = 0.23/0.2 = 1.15
\]

As previously described, under conditions here, where there is low preva-
ience and small changes the odds ratio (OR), relative risk (RR) and hazard ratio
(HR) are essentially the same. The OR can be calculated from these numbers =
\[
\frac{8.9}{7.7} = 1.15
\]
close to the value found by Pan, *et al.* in their multivariate model
*(Table 1)*. While this might be reported as a 15% difference, the 1.2% absolute
difference found by the diagnosis method tells the story better. It should be em-
phasized that, as noted below an HR in the range of 1.2, even if statistically sig-
nificant, is too small to be considered practically significant.

**Discussion**

Does red meat cause cancer? How do we know? “In what circumstances can we
pass from…observed association to a verdict of causation? Upon what basis
should we proceed to do so?” The questions were posed by Bradford Hill whose
cigarette-lung cancer study remains the classic case of causation implied by ob-
servational studies. His Presidential Address of 1965 provided nine criteria [10].

Hill’s criteria give a point of departure to distinguish biologic importance
from statistical significance. Statistics may tell us what to look for in the exper-
iment. “Beyond that they contribute nothing to the 'proof' of our hypothesis” Hill
insisted [10]. He made it clear that these criteria were not meant as hard-and-fast
rules but rather general principles following from common sense and that

“None of my nine viewpoints can bring indisputable evidence for or against
the cause-and-effect hypothesis and none can be required as a *sine qua non.*”
How then can statistics be used? “First upon my list I would put the strength of the association.” Hill pointed to the fact that the OR for cigarette smoking and lung cancer was 20 and, for heavy smokers, 30. The OR in the red meat-cancer study was in the range of 1.2, close to 1.0 or equal odds. From another perspective, epidemiological data in a toxic tort case will rarely be introduced into evidence with an OR of less than two [18].

![Figure 1](https://bit.ly/2J51hlG) and CDC (https://www.cdc.gov/diabetesstatistics/slides long_term_trends.pdf), respectively.

It must be emphasized that “size” means size in the biological sense. This rests with understanding of the experiment and should be distinguished from “effect size” as used in statistical analysis. The latter only tells you about the relations of
statistical parameters. Only the experimental details can tell you about the biological magnitude. The study discussed here was based on “validated” food frequency questionnaires (FFQ’s) which are known to have great error [14-16] — “validated,” however, did not mean certified as accurate; the questionnaires were validated to have definable error. Comparison of diet records with subsequent answers to FFQ’s show great variability in perception and recall of red meat consumption, and typically identify a Pearson’s correlation coefficient of 0.5 - 0.6) [14]. Because errors are due to memory lapses, inaccurate assessment of portion size and unconscious attempt to conform to some standard it is likely that people under-report consumption of fat and other forbidden fruit. It is not possible, however, to know whether the error is in one direction or the other, that is, whether it can be considered to support or weaken the hypothesis being tested. Thus the minimal sensitivity of red meat as diagnostic does not mean that there is a small risk that can be scaled up. It simply means that the results are too imprecise to decide on the role of red meat in cancer.

Evidence on Red Meat as a Causative Agent
Describing results in terms of the “diagnosis procedure” may provide a more intuitive and familiar form for many readers. The limited value of red meat to diagnose/predict cancer, like any statistical parameter, does not, by itself, exclude risk — a vaccination trial may have very low odds ratio but the small benefit can be scaled up because you know who got the vaccine and who didn’t Here, the great error in the independent variable supports the conclusion that red meat has little effect on cancer development.

While both popular and medical opinion try to dissuade the population from dietary red meat consumption — can this be justified? [19-20]. We have previously shown that a paper on changes in red meat consumption and diabetes was even more problematic than the current case: The NHS showed a similar low sensitivity of 8.0 % for those subjects with large changes in red meat consumption and 6.1 % in the low group. In a published letter to the editor, it was pointed out that any positive association was implausible given the opposite trajectories of the incidence of diabetes and the consumption of red meat the past thirty years [21] (Figure 1).

A recent analysis of the effect of red meat on colorectal cancer and subtypes found, like Pan, et al., low HRs, low positive predictive values and absolute differences in risk in the range of 1 % [22]. Those who advocate for reduced meat ingestion cite epidemiological studies of the type considered here. We suggest that these be re-evaluated before rushing to accept this kind of judgment.
Summary and implications for quality in the medical literature

Statistics as a discipline has been criticized for evolving in the direction of internal rigor at the expense of fundamental comprehension of the underlying data (e.g. [23]). In our view, the medical literature has followed this trend with arbitrary “levels of evidence” and “gold standards” and a willingness to accept statistical significance regardless of magnitudes of biological change, while ignoring normal practice, intuition and even common sense. At the same time, a high degree of bias is palpable in the literature and statistics are presented in a way to favor the authors’ point of view. The most general description of the problem is that authors do not challenge their conclusions but rather strive to demonstrate consistency.

The diagnosis procedure presented here is intended to make the statistics of cohort studies more accessible. Positive predictive value is easily and intuitively appreciated. The poor predictive value of a mammogram is a staple of statistical education [5,6] and the number of demonstrations on YouTube greatly exceeds the number of lists of the world’s worst aircraft or greatest operatic tenor. By itself, the method is not definitive for deciding on causality but a poor PPV points to the need for other evidence from Hill’s criteria or other principles, particularly the need for biological mechanism.

In the end, it is the implausibility or even foolishness of the that red meat might be a cause of cancer, diabetes and/or everything else. The lack of mechanism is probably dispositive; It is unlikely that even sub-types of red meat are well enough defined mechanistically to be considered as causative agents. The poor predictive value shows how high the stakes are for other evidence. Finally, it is not clear what health benefits of any kind can be shown to be associated with the large decline in red meat consumption shown in Figure 1.

We do not propose that the diagnosis approach is required or even the best method of deciding on the causal nature of an association. By itself, no statistical analysis can be definitive. Low statistical risk, however, raises the stakes on other evidence, particularly biological plausibility. We must know the question that is being asked and the magnitude of the effect that is acceptable. Acceptable means that it reflects real physical change (as distinct from the statistical effect size). In our view, the use of statistical methodology, and of a particularly dubious kind, has come to dominate and distort scientific judgment and research practice. Statistics should be servant rather than master. The inversion of this principle accounts for much of the lack of reliability and reproducibility noted and lamented about the state of the medical literature.
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